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adjbox Plot an Adjusted Boxplot for Skew Distributions

Description

Produces boxplots adjusted for skewed distributions as proposed in Hubert and Vandervieren (2004).

Usage

adjbox(x, ...)
## S3 method for class 'formula’
adjbox(formula, data = NULL, ..., subset, na.action = NULL)
## Default S3 method:
adjbox(x, ..., range = 1.5, doReflect = FALSE,
width = NULL, varwidth = FALSE,
notch = FALSE, outline = TRUE, names, plot = TRUE,
border = par("fg"), col = NULL, log = "",
pars = list(boxwex = 0.8, staplewex = 0.5, outwex = 0.5),
horizontal = FALSE, add = FALSE, at = NULL)
Arguments
formula a formula, such as 'y ~ grp, where y is a numeric vector of data values to be split
into groups according to the grouping variable grp (usually a factor).
data a data.frame (or list) from which the variables in formula should be taken.
subset an optional vector specifying a subset of observations to be used for plotting.
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na.action
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doReflect

width
varwidth

notch
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names
boxwex
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outwex
plot

border
col

log
pars

horizontal

add
at

a function which indicates what should happen when the data contain NAs. The
default is to ignore missing values in either the response or the group.

for specifying data from which the boxplots are to be produced. Either a numeric
vector, or a single list containing such vectors. Additional unnamed arguments
specify further data as separate vectors (each corresponding to a component
boxplot). NAs are allowed in the data.

For the formula method, named arguments to be passed to the default method.
For the default method, unnamed arguments are additional data vectors (unless x
is a list when they are ignored), and named arguments are arguments and graph-
ical parameters to be passed to bxp in addition to the ones given by argument
pars (and override those in pars).

this determines how far the plot whiskers extend out from the box, and is simply
passed as argument coef to adjboxStats(). If range is positive, the whiskers
extend to the most extreme data point which is no more than range times the
interquartile range from the box. A value of zero causes the whiskers to extend
to the data extremes.

logical indicating if the MC should also be computed on the reflected sample
-x, and be averaged, see mc.

a vector giving the relative widths of the boxes making up the plot.

if varwidth is TRUE, the boxes are drawn with widths proportional to the square-
roots of the number of observations in the groups.

if notch is TRUE, a notch is drawn in each side of the boxes. If the notches of
two plots do not overlap this is ‘strong evidence’ that the two medians differ
(Chambers et al., 1983, p. 62). See boxplot.stats for the calculations used.
if outline is not true, the outliers are not drawn (as points whereas S+ uses
lines).

group labels which will be printed under each boxplot.

a scale factor to be applied to all boxes. When there are only a few groups, the
appearance of the plot can be improved by making the boxes narrower.

staple line width expansion, proportional to box width.
outlier line width expansion, proportional to box width.

if TRUE (the default) then a boxplot is produced. If not, the summaries which the
boxplots are based on are returned.

an optional vector of colors for the outlines of the boxplots. The values in
border are recycled if the length of border is less than the number of plots.

if col is non-null it is assumed to contain colors to be used to colour the bodies
of the box plots. By default they are in the background colour.

character indicating if x or y or both coordinates should be plotted in log scale.

a list of (potentially many) more graphical parameters, e.g., boxwex or outpch;
these are passed to bxp (if plot is true); for details, see there.

logical indicating if the boxplots should be horizontal; default FALSE means
vertical boxes.

logical, if true add boxplot to current plot.

numeric vector giving the locations where the boxplots should be drawn, partic-
ularly when add = TRUE; defaults to 1:n where n is the number of boxes.
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Details

The generic function adjbox currently has a default method (adjbox.default) and a formula in-
terface (adjbox. formula).

If multiple groups are supplied either as multiple arguments or via a formula, parallel boxplots will
be plotted, in the order of the arguments or the order of the levels of the factor (see factor).

Missing values are ignored when forming boxplots.

Extremes of the upper and whiskers of the adjusted boxplots are computed using the medcouple
(mc()), a robust measure of skewness. For details, cf. TODO

Value
A list with the following components:
stats a matrix, each column contains the extreme of the lower whisker, the lower

hinge, the median, the upper hinge and the extreme of the upper whisker for one
group/plot. If all the inputs have the same class attribute, so will this component.

n a vector with the number of observations in each group.

coef a matrix where each column contains the lower and upper extremes of the notch.
out the values of any data points which lie beyond the extremes of the whiskers.
group a vector of the same length as out whose elements indicate to which group the

outlier belongs.

names a vector of names for the groups.

Note

The code and documentation only slightly modifies the code of boxplot.default, boxplot.formula
and boxplot.stats

Author(s)

R Core Development Team, slightly adapted by Tobias Verbeke

References

Hubert, M. and Vandervieren, E. (2008). An adjusted boxplot for skewed distributions, Computa-
tional Statistics and Data Analysis 52, 5186-5201.

See Also

The medcouple, mc; boxplot.
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Examples

if(require("boot")) {

### Hubert and Vandervieren (2006), p. 10, Fig. 4.
data(coal, package = "boot")

coaldiff <- diff(coal$date)

op <- par(mfrow = c(1,2))

boxplot(coaldiff, main = "Original Boxplot")

adjbox(coaldiff, main = "Adjusted Boxplot")

par(op)

}

### Hubert and Vandervieren (2006), p. 11, Fig. 6. -- enhanced

op <- par(mfrow = c(2,2), mar = c(1,3,3,1), oma = c(0,90,3,0))
with(condroz, {

boxplot(Ca, main = "Original Boxplot")

adjbox (Ca, main = "Adjusted Boxplot")

boxplot(Ca, main = "Original Boxplot [logl", log = "y")

adjbox (Ca, main = "Adjusted Boxplot [log]l”, log = "y")

»

mtext(”'Ca' from data(condroz)”,

outer=TRUE, font = par(”font.main"), cex = 2)
par(op)
adjboxStats Statistics for Skewness-adjusted Boxplots

Description

Computes the “statistics” for producing boxplots adjusted for skewed distributions as proposed in
Hubert and Vandervieren (2004), see adjbox.

Usage
adjboxStats(x, coef = 1.5, a = -4, b = 3, do.conf = TRUE, do.out = TRUE,
»)
Arguments
X a numeric vector for which adjusted boxplot statistics are computed.
coef number determining how far ‘whiskers’ extend out from the box, see boxplot.stats.
a, b scaling factors multiplied by the medcouple mc() to determine outlyer bound-

aries; see the references.

do.conf,do.out logicals; if FALSE, the conf or out component respectively will be empty in the
result.

further optional arguments to be passed to mc(), such as doReflect.
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Details

Given the quartiles ()1, @3, the interquartile range AQ := Q3—()1, and the medcouple M :=mc(x),
¢ =coef, the “fence” is defined, for M > 0 as

[Ql - CeavMAQv Q3 + Ceb.MAQL

and for M < 0 as
Q1 — ce " MAQ, Qs + ce MAQ),
and all observations x outside the fence, the “potential outliers”, are returned in out.

Note that a typo in robustbase version up to 0.7-8, for the (rare left-skewed) case where mc(x) < 0,
lead to a “fence” not wide enough in the upper part, and hence less outliers there.

Value

A list with the components

stats a vector of length 5, containing the extreme of the lower whisker, the lower
hinge, the median, the upper hinge and the extreme of the upper whisker.

n the number of observations

conf the lower and upper extremes of the ‘notch’ (if (do.conf)). See boxplot.stats.

fence length 2 vector of interval boundaries which define the non-outliers, and hence

the whiskers of the plot.

out the values of any data points which lie beyond the fence, and hence beyond the
extremes of the whiskers.

Note

The code only slightly modifies the code of R’s boxplot.stats.

Author(s)

R Core Development Team (boxplot.stats); adapted by Tobias Verbeke and Martin Maechler.

See Also

adjbox (), also for references, the function which mainly uses this one; further boxplot.stats.

Examples

data(condroz)
adjboxStats(ccA <- condroz[,"Ca"])
adjboxStats(ccA, doReflect = TRUE)# small difference in fence

## Test reflection invariance [was not ok, up to and including robustbase_0.7-8]
al <- adjboxStats( ccA, doReflect = TRUE)
a2 <- adjboxStats(-ccA, doReflect = TRUE)

nml <- c("stats"”, "conf"”, "fence")
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stopifnot(all.equal( allnm1],

lapply(a2[nm1], function(u) rev(-u))),

all.equal(all[["out”]1], -a2[["out”11))

adjOutlyingness

Compute (Skewness-adjusted) Multivariate Outlyingness

Description

For an n x p data matrix (or data frame) x, compute the “outlyingness” of all n observations.
Outlyingness here is a generalization of the Donoho-Stahel outlyingness measure, where skewness
is taken into account via the medcouple, mc ().

Usage

adjOutlyingness(x, ndir = 250, p.samp = p, clower = 4, cupper = 3,

Arguments

X
ndir

p.samp

clower, cupper

alpha.cutoff

coef

gr.tol

keep.tol

alpha.cutoff = 0.75, coef = 1.5,

gr.tol = 1e-12, keep.tol = 1e-12,

only.outlyingness = FALSE, maxit.mult = max(100, p),
trace.lev = 0)

a numeric matrix or data. frame, which must be of full rank p.
positive integer specifying the number of directions that should be searched.

the sample size to use for finding good random directions, must be at least p.
The default, p had been hard coded previously.

the constant to be used for the lower and upper tails, in order to transform the
data towards symmetry. You can set clower =@, cupper =0 to get the non-
adjusted, i.e., classical (“central” or “symmetric”’) outlyingness. In that case,
mc () is not used.

number in (0,1) specifying the quantiles (o, 1 — «) which determine the “out-
lier” cutoff. The default, using quartiles, corresponds to the definition of the
medcouple (mc), but there is no stringent reason for using the same alpha for the
outlier cutoff.

positive number specifying the factor with which the interquartile range (IQR) is
multiplied to determine ‘boxplot hinges’-like upper and lower bounds.

positive tolerance to be used for qr and solve.qr for determining the ndir
directions, each determined by a random sample of p (out of n) observations.
Note that the default 10~ '2 is rather small, and qr’s default = 1e-7 may be more
appropriate.

positive tolerance to determine which of the sample direction should be kept,
namely only those for which ||z|| - || B|| is larger than keep. tol.

only.outlyingness

logical indicating if the final outlier determination should be skipped. In that
case, a vector is returned, see ‘Value:” below.
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maxit.mult integer factor; maxit <-maxit.mult x ndir will determine the maximal num-
ber of direction searching iterations. May need to be increased for higher di-
mensional data, though increasing ndir may be more important.

trace.lev an integer, if positive allows to monitor the direction search.

Details

FIXME: Details in the comment of the Matlab code; also in the reference(s).

The method as described can be useful as preprocessing in FASTICA (http://www.cis.hut.fi/
projects/ica/fastica/; see also the R package fastICA.

Value

If only.outlyingness is true, a vector adjout, otherwise, as by default, a list with components

adjout numeric of length(n) giving the adjusted outlyingness of each observation.

cutoff cutoff for “outlier” with respect to the adjusted outlyingnesses, and depending
on alpha.cutoff.

nonOut logical of 1ength(n), TRUE when the corresponding observation is non-outlying
with respect to the cutoff and the adjusted outlyingnesses.

Note

The result is random as it depends on the sample of ndir directions chosen; specifically, to get
sub samples the algorithm uses sample.int(n,p.samp) which from R version 3.6.0 depends on
RNGkind(*,sample.kind). Exact reproducibility of results from R versions 3.5.3 and earlier, re-
quires setting RNGversion(”3.5.0"). In any case, do use set. seed() yourself for reproducibility!

Till Aug/Oct. 2014, the default values for clower and cupper were accidentally reversed, and the
signs inside exp(.) where swapped in the (now corrected) two expressions

tup <- Q3 + coef * IQR * exp(.... + clower * tmc * (tmc < Q))
tlo <- Q1 - coef * IQR * exp(.... - cupper * tmc * (tmc < @))

already in the code from Antwerpen (‘mcrsoft/adjoutlingness.R’), contrary to the published
reference.

Further, the original algorithm had not been scale-equivariant in the direction construction, which
has been amended in 2014-10 as well.

The results, including diagnosed outliers, therefore have changed, typically slightly, since robust-
base version 0.92-0.

Author(s)

Guy Brys; help page and improvements by Martin Maechler


http://www.cis.hut.fi/projects/ica/fastica/
http://www.cis.hut.fi/projects/ica/fastica/
https://CRAN.R-project.org/package=fastICA
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References

Brys, G., Hubert, M., and Rousseeuw, P.J. (2005) A Robustification of Independent Component
Analysis; Journal of Chemometrics, 19, 1-12.

Hubert, M., Van der Veeken, S. (2008) Outlier detection for skewed data; Journal of Chemometrics
22, 235-246.

For the up-to-date reference, please consult http://wis.kuleuven.be/stat/robust

See Also

the adjusted boxplot, adjbox and the medcouple, mc.

Examples

## An Example with bad condition number and "border case"” outliers

dim(longley)

set.seed(1) ## result is random!

aol <- adjOutlyingness(longley)

## which are outlying ?

which(!aol$nonOut) ## one: "1948" - for this seed! (often: none)
all(aol$nonOut[-2]) # TRUE typically (R's own BLAS, Lapack, ..)

## An Example with outliers :

dim(hbk)

set.seed(1)

ao.hbk <- adjoOutlyingness(hbk)

str(ao.hbk)

hist(ao.hbk $adjout)## really two groups

table(ao.hbk$nonOut)## 14 outliers, 61 non-outliers:

## outliers are :

which(! ao.hbk$nonOut) # 1 .. 14 --- but not for all random seeds!

## here, they are the same as found by (much faster) MCD:
cc <- covMcd(hbk)
stopifnot(all(cc$med.wt == ao.hbk$nonOut))

## This is revealing: About 1--2 cases, where outliers are *notx == 1:14
## but needs almost 1 [sec] per call:
if(interactive()) {
for(i in 1:30) {
print(system.time(ao.hbk <- adjOutlyingness(hbk)))
if(!identical (iout <- which(!ao.hbk$nonOut), 1:14)) {
cat("Outliers:\n"); print(iout)
}
3
3

## "Central” outlyingness: *notx calling mc() anymore, since 2014-12-11:
trace(mc)
out <- capture.output(


http://wis.kuleuven.be/stat/robust
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00 <- adjOutlyingness(hbk, clower=0, cupper=0)
)
untrace(mc)
stopifnot(length(out) == @)

## A rank-deficient case

T <- tcrossprod(data.matrix(toxicity))

try(adjOutlyingness(T, maxit. = 20, trace.lev = 2)) # fails and recommends:
T. <= fullRank(T)

aT <- adjOutlyingness(T.)

plot(sort(aT$adjout, decreasing=TRUE), log="y")

plot(T.[,9:10], col = (1:2)[1 + (aT$adjout > 10000)1)

## .. (not conclusive; directions are random, more 'ndir' makes a difference!)
aircraft Aircraft Data
Description

Aircraft Data, deals with 23 single-engine aircraft built over the years 1947-1979, from Office of
Naval Research. The dependent variable is cost (in units of \$100,000) and the explanatory variables
are aspect ratio, lift-to-drag ratio, weight of plane (in pounds) and maximal thrust.

Usage

data(aircraft, package="robustbase")

Format

A data frame with 23 observations on the following 5 variables.

X1 Aspect Ratio

X2 Lift-to-Drag Ratio
X3 Weight

X4 Thrust

Y Cost

Source

P. J. Rousseeuw and A. M. Leroy (1987) Robust Regression and Outlier Detection; Wiley, page
154, table 22.
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Examples
data(aircraft)
summary( lm.airc <- Im(Y ~ ., data = aircraft))
summary(rlm.airc <- MASS::rlm(Y ~ ., data = aircraft))

aircraft.x <- data.matrix(aircraft[,1:4])
c_air <- covMcd(aircraft.x)
c_air

airmay Air Quality Data

Description

Air Quality Data Set for May 1973, from Chambers et al. (1983). The whole data set consists of
daily readings of air quality values from May 1, 1973 to September 30, 1973, but here are included
only the values for May. This data set is an example of the special treatment of the missing values.

Usage

data(airmay, package="robustbase")

Format

A data frame with 31 observations on the following 4 variables.

X1 Solar Radiation in Longleys in the frequency band 4000-7700 from 0800 to 1200 hours at Cen-
tral Park

X2 Average windspeed (in miles per hour) between 7000 and 1000 hours at La Guardia Airport
X3 Maximum daily temperature (in degrees Fahrenheit) at La Guardia Airport

Y Mean ozone concentration (in parts per billion) from 1300 to 1500 hours at Roosevelt Island

Source

P. J. Rousseeuw and A. M. Leroy (1987) Robust Regression and Outlier Detection; Wiley, p.86,
table 6.

Examples

data(airmay)
summary (Im.airmay <- Im(Y ~ ., data=airmay))

airmay.x <- data.matrix(airmay[,1:3])
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alcohol Alcohol Solubility in Water Data

Description

The solubility of alcohols in water is important in understanding alcohol transport in living organ-
isms. This dataset from (Romanelli et al., 2001) contains physicochemical characteristics of 44
aliphatic alcohols. The aim of the experiment was the prediction of the solubility on the basis of
molecular descriptors.

Usage

data(alcohol, package="robustbase”)

Format

A data frame with 44 observations on the following 7 numeric variables.

SAG solvent accessible surface-bounded molecular volume.
V volume

logPC Log(PC); PC = octanol-water partitions coefficient
P polarizability

RM molar refractivity

Mass the mass

logSolubility In(Solubility), the response.

Source

The website accompanying the MMY-book: http://www.wiley.com/legacy/wileychi/robust_
statistics

References

Maronna, R.A., Martin, R.D. and Yohai, V.J. (2006) Robust Statistics, Theory and Methods, Wiley.

Examples

data(alcohol)

## version of data set with trivial names, as
s.alcohol <- alcohol

names(s.alcohol) <- paste(”Col”, 1:7, sep="")


http://www.wiley.com/legacy/wileychi/robust_statistics
http://www.wiley.com/legacy/wileychi/robust_statistics
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ambientNOxCH Daily Means of NOx (mono-nitrogen oxides) in air

Description

This dataset contains daily means (from midnight to midnight) of NOX, i.e., mono-nitrogen oxides,
in [ppb] at 13 sites in central Switzerland and Aarau for the year 2004.

Usage

data(ambientNOxCH, package="robustbase")

Format
A data frame with 366 observations on the following 14 variables.

date date of day, of class "Date”.

ad Site is located north of Altdorf 100 meters east of motorway A2, on an open field at the begin-
ning of a more than 2000m deep valley (690.175, 193.55; 438; inLuft)

ba Site is located in the centre of the little town of Baden in a residential area. Baden has 34’000
inhabitants and is situated on the swiss plateau (666.075, 257.972; 377; inLuft).

ef Site is located 6 km south of altdorf and 800 m north of the village of Erstfeld. The motorway
A2 passes 5 m west of the measuring site. Over 8 million vehicles have passed Erstfeld in
2004 where 13% of the counts were attributed to trucks (691.43, 187.69; 457; MFM-U).

la Site is located on a wooded hill in a rural area called Laegern, about 190 m above Baden, which
is about 5 km away (669.8, 259; 690; NABEL).

lu Site is located in the center of town of Lucerne, which has 57’000 inhabitants (666.19, 211.975;
460; inLuft).

re Site is located 1 km west of Reiden on the Swiss plateau. The motorway A2 passes 5 m west of
the measuring site (639.56, 232.11; 462; MFM-U).

ri Site is located at Rigi Seebodenalp, 649 m above the lake of Lucerne on an alp with half a dozen
small houses (677.9, 213.5; 1030; NABEL).

se Site is located in Sedel next to town of Lucerne 35m above and 250m south of motorway A14
from Zug to Lucerne on a low hill with free 360° panorama (665.5, 213.41; 484; inLuft).

si Site is located at the border of a small industrial area in Sisseln, 300 m east of a main road
(640.725, 266.25; 305; inLuft).

st Site is located at the south east border of Stans with 7°000 inhabitants (670.85, 201.025; 438;
inLuft).

su Site is located in the center of Suhr (8700 inhabitants), 10 m from the main road (648.49,
246.985; 403; inLuft).

sz Site is located in Schwyz (14’200 inhabitants) near a shopping center (691.92, 208.03; 470;
inLuft).

zg Site is located in the centre of Zug with 22’000 inhabitants, 24 m from the main road (681.625,
224.625; 420; inLuft).
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Details

The 13 sites are part of one of the three air quality monitoring networks: inLuft (regional authorities
of central Switzerland and canton Aargau)

NABEL (Swiss federal network)

MFM-U (Monitoring flankierende Massnahmen Umwelt), special Swiss federal network along tran-
sit motorways A2 and A13 from Germany to Italy through Switzerland

The information within the brackets means: Swiss coordinates km east, km north; m above sea
level; network

When the measuring sites are exposed to the same atmospheric condition and when there is no
singular emission event at any site, log(mean(NOx) of a specific day at each site) is a linear
function of log(yearly.mean(NOx) at the corresponding site). The offset and the slope of
the straight line reflects the atmospheric conditions at this specific day. During winter time, often
an inversion prevents the emissions from being diluted vertically, so that there evolve two separate
atmospheric compartements: One below the inversion boundary with polluted air and one above
with relatively clean air. In our example below, Rigi Seebodenalp is above the inversion boundary
between December 10th and 12th.

Source

http://www.in-luft.ch/
http://www.empa.ch/plugin/template/empa/*/6794
http://www.bafu.admin.ch/umweltbeobachtung/02272/02280

See Also

another NOx dataset, NOxEmissions.

Examples

data(ambientNOxCH)
str (ambientNOxCH)

yearly <- log(colMeans(ambientNOxCH[,-1], na.rm=TRUE))
xlim <- range(yearly)

INOx <- log(ambientNOxCH[, -11)

days <- ambientNOxCH[, "date"]

## Subset of 9 days starting at April 4:

idays <- seq(which(ambientNOxCH$date=="2004-12-04"), length=9)
ylim <- range(1NOx[idays,],na.rm=TRUE)

op <- par(mfrow=c(3,3),mar=rep(1,4), oma = c(0,0,2,0))

for (id in idays) {
daily <- unlist(INOx[id, 1)
plot(NA, xlim=x1lim,ylim=ylim, ann=FALSE, type = "n")
abline(@:1, col="light gray")
abline(lmrob(daily~yearly, na.action=na.exclude),

col="red", lwd=2)

text(yearly, daily, names(yearly), col="blue")
mtext(days[id], side=1, line=-1.2, cex=.75, adj=.98)
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}
mtext(”"Daily ~ Yearly log( NOx mean values ) at 13 Swiss locations”,
outer=TRUE)

par(op)

## do all 366 regressions: Least Squares and Robust:
LS <- lapply(1:nrow(ambientNOxCH), function(id)
Im(unlist(INOx[id,]1) ~ yearly,
na.action = na.exclude))
R <- lapply(1:nrow(ambientNOxCH),
function(id) lmrob(unlist(INOx[id,]) ~ yearly,
na.action = na.exclude))
## currently 4 warnings about non-convergence;
## which ones?
days[notOk <- ! sapply(R, ‘[[*, "converged”) ]
## "2004-01-10" "2004-05-12" "2004-05-16" "2004-11-16"

## first problematic case:
daily <- unlist(INOx[which(notOk)[1],]1)
plot(daily ~ yearly,
main = paste(”1lmrob() non-convergent:", days[notOk[1]]))
rr <- lmrob(daily ~ yearly, na.action = na.exclude,
control = lmrob.control(trace=3, max.it = 100))
##-> 53 iter.

## Look at all coefficients:
R.cf <- t(sapply(R, coef))
C.cf <- t(sapply(LS, coef))
plot(C.cf, xlim=range(C.cf[,1]1,R.cf[,1]),
ylim=range(C.cf[,2],R.cf[,2]))
mD1 <- rowMeans(abs(C.cf - R.cf))
lrg <- mD1 > quantile(mD1, 0.80)
arrows(C.cf[1lrg,1], C.cf[lrg,2],
R.cf[1lrg,1], R.cf[lrg,2], length=.1, col="light gray")
points(R.cf, col=2)

## All robustness weights

aW <- t(sapply(R, weights, type="robustness"))

colnames(aW) <- names(yearly)

summary (aW)

sort(colSums(aW < 0.05, na.rm = TRUE)) # how often "clear outlier”:
# lu st zg ba se sz su si re la ef ad ri

# 0 0 0 1 1 1 2 3 410 14 17 48

lattice::levelplot(aW, asp=1/2, main="Robustness weights”,
xlab= "day", ylab= "site")

Animals?2 Brain and Body Weights for 65 Species of Land Animals
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Description

A data frame with average brain and body weights for 62 species of land mammals and three others.

Note that this is simply the union of Animals and mammals.

Usage

Animals2

Format

body body weight in kg

brain brain weightin g

Note

After loading the MASS package, the data set is simply constructed by Animals2 <-local ({D
<-rbind(Animals,mammals); unique(D[order (D$body,D$brain),1)}).

Rousseeuw and Leroy (1987)’s ‘brain’ data is the same as MASS’s Animals (with Rat and Bra-
chiosaurus interchanged, see the example below).

Source

Weisberg, S. (1985) Applied Linear Regression. 2nd edition. Wiley, pp. 144-5.
P. J. Rousseeuw and A. M. Leroy (1987) Robust Regression and Outlier Detection. Wiley, p. 57.

References

Venables, W. N. and Ripley, B. D. (2002) Modern Applied Statistics with S. Forth Edition. Springer.

Examples

data(Animals2)
## Sensible Plot needs doubly logarithmic scale
plot(Animals2, log = "xy")

## Regression example plot:
plotbb <- function(bbdat) {
d.name <- deparse(substitute(bbdat))
plot(log(brain) ~ log(body), data = bbdat, main = d.name)
abline( Im(log(brain) ~ log(body), data = bbdat))
abline(MASS: :rlm(log(brain) ~ log(body), data = bbdat), col = 2)
legend("bottomright”, leg = c("1m”, "rlm"), col=1:2, lwd=1, inset = 1/20)
3
plotbb(bbdat = Animals2)

## The ‘same' plot for Rousseeuw's subset:
data(Animals, package = "MASS")

brain <- Animals[c(1:24, 26:25, 27:28),]
plotbb(bbdat = brain)
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lbrain <- log(brain)
plot(mahalanobis(lbrain, colMeans(lbrain), var(lbrain)),
main = "Classical Mahalanobis Distances"”)
mcd <- covMcd(lbrain)
plot(mahalanobis(lbrain,mcd$center,mcd$cov),
main = "Robust (MCD) Mahalanobis Distances"”)

anova.glmrob Analysis of Robust Quasi-Deviance for "glmrob" Objects

Description

Compute an analysis of robust quasi-deviance table for one or more generalized linear models fitted
by glmrob.

Usage
## S3 method for class 'glmrob'
anova(object, ..., test = c("Wald”, "QD", "QDapprox"))
Arguments
object, ... objects of class glmrob, typically the result of a call to glmrob.
test a character string specifying the test statistic to be used. (Partially) matching

one of "Wald"”, "QD" or "QDapprox". See Details.

Details

Specifying a single object gives a sequential analysis of robust quasi-deviance table for that fit. That
is, the reductions in the robust residual quasi-deviance as each term of the formula is added in turn
are given in as the rows of a table. (Currently not yet implemented.)

If more than one object is specified, the table has a row for the residual quasi-degrees of freedom
(However, this information is never used in the asymptotic tests). For all but the first model, the
change in degrees of freedom and robust quasi-deviance is also given. (This only makes statistical
sense if the models are nested.) It is conventional to list the models from smallest to largest, but this
is up to the user.

In addition, the table will contain test statistics and P values comparing the reduction in robust
quasi-deviance for the model on the row to that on top of it. For all robust fitting methods, the
“Wald”-type test between two models can be applied (test = "Wald").

When using Mallows or Huber type robust estimators (method="Mqgle" in glmrob), then there are
additional test methods. One is the robust quasi-deviance test (test = "QD"), as described by Can-
toni and Ronchetti (2001). The asymptotic distribution is approximated by a chi-square distibu-
tion. Another test (test = "QDapprox") is based on a quadratic approximation of the robust quasi-
deviance test statistic. Its asymptotic distribution is chi-square (see the reference).

The comparison between two or more models by anova. glmrob will only be valid if they are fitted
to the same dataset and by the same robust fitting method using the same tuning constant ¢ (tcc in
glmrob).
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Value

Basically, an object of class anova inheriting from class data. frame.

Author(s)
Andreas Ruckstuhl

References

E. Cantoni and E. Ronchetti (2001) Robust Inference for Generalized Linear Models. JASA 96
(455), 1022-1030.

E.Cantoni (2004) Analysis of Robust Quasi-deviances for Generalized Linear Models. Journal of
Statistical Software 10, http://www. jstatsoft.org/v10/i04

See Also

glmrob, anova.

Examples

## Binomial response -----------

data(carrots)

Cfit2 <- glmrob(cbind(success, total-success) ~ logdose + block,
family=binomial, data=carrots, method="Mqgle",
control=glmrobMgle.control(tcc=1.2))

summary (Cfit2)

Cfit4 <- glmrob(cbind(success, total-success) ~ logdose * block,
family=binomial, data=carrots, method="Mgle",
control=glmrobMgle.control(tcc=1.2))

anova(Cfit2, Cfit4, test="Wald")

anova(Cfit2, Cfit4, test="QD")

anova(Cfit2, Cfit4, test="QDapprox")

## Poisson response ------------
data(epilepsy)

Efit2 <- glmrob(Ysum ~ Agel@ + Base4xTrt, family=poisson, data=epilepsy,
method="Mgle"”, control=glmrobMgle.control(tcc=1.2,maxit=100))
summary (Efit2)

Efit3 <- glmrob(Ysum ~ Agel@ + Base4 + Trt, family=poisson, data=epilepsy,
method="Mgle", control=glmrobMgle.control(tcc=1.2,maxit=100))

anova(Efit3, Efit2, test = "Wald")

anova(Efit3, Efit2, test

"QD")


http://www.jstatsoft.org/v10/i04
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## trivial intercept-only-model:
EQ <- update(Efit3, . ~ 1)
anova(EQ, Efit3, Efit2, test = "QDapprox")

anova.lmrob Analysis of Robust Deviances (’anova’) for "lmrob" Objects

Description

Compute an analysis of robust Wald-type or deviance-type test tables for one or more linear regres-
sion models fitted by 1mrob.

Usage

## S3 method for class 'lmrob'
anova(object, ..., test = c("Wald", "Deviance"),
verbose = getOption("verbose"))

Arguments
object, ... objects of class "1mrob”, typically the result of a call to Imrob. ... arguments
may also be symbolic descriptions of the reduced models (cf. argument formula
in 1m).
test a character string specifying the test statistic to be used. Can be one of "Wald"
or "Deviance”, with partial matching allowed, for specifying a "Wald"-type test
or "Deviance”-type test.
verbose logical; if true some informative messages are printed.
Details

Specifying a single object gives a sequential analysis of a robust quasi-deviance table for that fit.
That is, the reductions in the robust residual deviance as each term of the formula is added in turn
are given in as the rows of a table. (Currently not yet implemented.)

If more than one object is specified, the table has a row for the residual quasi-degrees of freedom
(however, this information is never used in the asymptotic tests). For all but the first model, the
change in degrees of freedom and robust deviance is also given. (This only makes statistical sense
if the models are nested.) As opposed to the convention, the models are forced to be listed from
largest to smallest due to computational reasons.

In addition, the table will contain test statistics and P values comparing the reduction in robust
deviances for the model on the row to that on top of it. There are two different robust tests available:
The "Wald"-type test (test = "Wald") and the Deviance-type test (test = "Deviance”). When
using formula description of the nested models in the dot arguments and test = "Deviance”, you
may be urged to supply a 1mrob fit for these models by an error message. This happens when the
coefficients of the largest model reduced to the nested models result in invalid initial estimates for
the nested models (indicated by robustness weights which are all 0).

The comparison between two or more models by anova. lmrob will only be valid if they are fitted
to the same dataset.
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Value

Basically, an object of class anova inheriting from class data. frame.

Author(s)
Andreas Ruckstuhl

See Also

Imrob, anova.

Examples

data(salinity)

summary(m@.sali <- Imrob(Y ~ . , data = salinity))
anova(m@.sali, Y ~ X1 + X3)

## -> X2 is not needed

(ml.sali <- Imrob(Y ~ X1 + X3, data = salinity))
anova(m@.sali, ml.sali) # the same as before
anova(m@.sali, ml.sali, test = "Deviance")

## whereas 'X3' is highly significant:

m2 <- update(m@.sali, ~ . -X3)

anova(m@.sali, m2)

anova(m@.sali, m2, test = "Deviance")

## Global test [often not interesting]:

anova(m@.sali, update(m@.sali, . ~ 1), test = "Wald")
anova(m@.sali, update(m@.sali, . ~ 1), test = "Deviance")

if(require("MPV")) { ## Montgomery, Peck & Vining datasets
Jet <- table.b13
Jet.rflml <- Imrob(y ~ ., data=Jet,
control = Imrob.control(max.it = 500))
summary(Jet.rflm1)

anova(Jet.rflml, y ~ x1 + x5 + x6, test="Wald")

try( anova(Jet.rflml, y ~ x1 + x5 + x6, test="Deviance") )
## -> Error in anovalm.... Please fit the nested models by lmrob

## {{ since all robustness weights become @ in the nested model ! }}

## Ok: Do as the error message told us:
#it test by comparing the two *fittedx models:

Jet.rflm2 <- lmrob(y ~ x1 + x5 + x6, data=Jet,
control=1lmrob.control(max.it=100))

anova(Jet.rflml, Jet.rflm2, test="Deviance")

} # end{"MPV" data}
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biomassTill Biomass Tillage Data

Description

An agricultural experiment in which different tillage methods were implemented. The effects of
tillage on plant (maize) biomass were subsequently determined by modeling biomass accumulation
for each tillage treatment using a 3 parameter Weibull function.

A datset where the total biomass is modeled conditional on a three value factor, and hence vector
parameters are used.

Usage

data("biomassTill"”, package="robustbase")

Format

A data frame with 58 observations on the following 3 variables.

Tillage Tillage treatments, a factor with levels
CA-: ano-tillage system with plant residues removed
CA+: ano-tillage system with plant residues retained

CT: a conventionally tilled system with residues incorporated

DVS the development stage of the maize crop. A DVS of 1 represents maize anthesis (flowering),
and a DVS of 2 represents physiological maturity. For the data, numeric vector with 5 different
values between 0.5 and 2.

Biomass accumulated biomass of maize plants from each tillage treatment.

Biom.2 the same as Biomass, but with three values replaced by “gross errors”.

Source

From Strahinja Stepanovic and John Laborde, Department of Agronomy & Horticulture, University
of Nebraska-Lincoln, USA

Examples

data(biomassTill)

str(biomassTill)

require(lattice)

## With long tailed errors

xyplot(Biomass ~ DVS | Tillage, data = biomassTill, type=c("p","smooth"))
## With additional 2 outliers:

xyplot(Biom.2 ~ DVS | Tillage, data = biomassTill, type=c("p","smooth"))

### Fit nonlinear Regression models: --------------——-——————-———

## simple starting values, needed:
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modst <- list(Wm = rep(300, 3),
a =rep( 1.5, 3),
b = rep( 2.2, 3))

robm <- nlrob(Biomass ~ Wm[Tillage] * (-expml1(-(DVS/al[Tillage])”*b[Tillagel)),
data = biomassTill, start = m@@st, maxit = 200)

##  mmmmmm—————
summary(robm) ## ... 103 IRWLS iterations
plot(sort(robm$rweights), log = "y",

main = "ordered robustness weights (log scale)")
mtext(getCall(robm))

## the classical (only works for the mild outliers):
cl.m <- nls(Biomass ~ Wm[Tillage] * (-expml(-(DVS/a[Tillagel)"b[Tillagel)),
data = biomassTill, start = m@@st)

## now for the extra-outlier data: -- fails with singular gradient !!
try(
rob2 <- nlrob(Biom.2 ~ Wm[Tillage] * (-expml1(-(DVS/al[Tillagel)*b[Tillagel)),
data = biomassTill, start = m@@st)
)
## use better starting values:
mist <- setNames(as.list(as.data.frame(matrix(
coef (robm), 3))),
c("Wm", "a","b"))
try(# just breaks a bit later!
rob2 <- nlrob(Biom.2 ~ Wm[Tillage]l x (-expm1(-(DVS/al[Tillagel)*b[Tillagel)),
data = biomassTill, start = mist, maxit= 200, trace=TRUE)
)

## Comparison {more to come} % once we have "MM" working...
rbind(start = unlist(me@st),

class = coef(cl.m),
rob = coef(robm))
bushfire Campbell Bushfire Data
Description

This data set was used by Campbell (1984) to locate bushfire scars. The dataset contains satelite
measurements on five frequency bands, corresponding to each of 38 pixels.

Usage

data(bushfire, package="robustbase")

Format

A data frame with 38 observations on 5 variables.
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Source

Maronna, R.A. and Yohai, V.J. (1995) The Behavoiur of the Stahel-Donoho Robust Multivariate
Estimator. Journal of the American Statistical Association 90, 330-341.

Examples

data(bushfire)
plot(bushfire)
covMcd(bushfire)

BYlogreg Bianco-Yohai Estimator for Robust Logistic Regression

Description
Computation of the estimator of Bianco and Yohai (1996) in logistic regression. Now provides both
the weighted and regular (unweighted) BY-estimator.

By default, an intercept term is included and p parameters are estimated. For more details, see the
reference.

Note: This function is for “back-compatibility” with the BYlogreg() code web-published at KU
Leuven, Belgium,

and also available as file ‘FunctionsRob/BYlogreg.ssc’ from http://www.wiley.com/legacy/
wileychi/robust_statistics/robust.html.

However instead of using this function, the recommended interface is glmrob(*,method = "BY")
or ... method="WBY" .., see glmrob.

Usage

BYlogreg(x@, y, initwml = TRUE, addIntercept = TRUE,
const = 0.5, kmax = 1000, maxhalf = 10, sigma.min = le-4,
trace.lev = 0)

Arguments
X0 anumeric n X (p — 1) matrix containing the explanatory variables.
y numeric n-vector of binomial (0 - 1) responses.
initwml logical for selecting one of the two possible methods for computing the initial

value of the optimization process.

If initwml is true (default), a weighted ML estimator is computed with weights
derived from the MCD estimator computed on the explanatory variables.

If initwml is false, a classical ML fit is perfomed. When the explanatory vari-
ables contain binary observations, it is recommended to set initwml to FALSE
or to modify the code of the algorithm to compute the weights only on the con-
tinuous variables.

addIntercept  logical indicating that a column of 1 must be added the x matrix.


http://www.wiley.com/legacy/wileychi/robust_statistics/robust.html
http://www.wiley.com/legacy/wileychi/robust_statistics/robust.html
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const tuning constant used in the computation of the estimator (default=0.5).
kmax maximum number of iterations before convergence (default=1000).
maxhalf max number of step-halving (default=10).
sigma.min smallest value of the scale parameter before implosion (and hence non-convergence)

is assumed.
trace.lev logical (or integer) indicating if intermediate results should be printed; defaults
to @ (the same as FALSE).

Value
a list with components
convergence logical indicating if convergence was achieved
objective the value of the objective function at the minimum
coefficients vector of parameter estimates
vcov variance-covariance matrix of the coefficients (if convergence is TRUE).
sterror standard errors, i.e., simply sqrt(diag(. $vcov)), if convergence.

Author(s)
Originally, Christophe Croux and Gentiane Haesbroeck, with thanks to Kristel Joossens and Valentin
Todorov for improvements.
Speedup, tweaks, more “control” arguments: Martin Maechler.

References
Croux, C., and Haesbroeck, G. (2003) Implementing the Bianco and Yohai estimator for Logistic
Regression, Computational Statistics and Data Analysis 44, 273-295.
Ana M. Bianco and Victor J. Yohai (1996) Robust estimation in the logistic regression model. In
Helmut Rieder, Robust Statistics, Data Analysis, and Computer Intensive Methods, Lecture Notes
in Statistics 109, pages 17-34.

See Also
The more typical way to compute BY-estimates (via formula and methods): glmrob(*,method =
"WBY") and .. method = "BY".

Examples

set.seed(17)

x@ <- matrix(rnorm(100,1))

y <- rbinom(100, size=1, prob= 0.5) # ~= as.numeric(runif(100) > 0.5)
BY <- BYlogreg(x0,y)

BY <- BYlogreg(x0,y, trace.lev=TRUE)

## The "Vaso Constriction” aka "skin"” data:
data(vaso)
vX <- model.matrix( ~ log(Volume) + log(Rate), data=vaso)
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vY <- vaso[,"Y"]
head(cbind(vX, vY))# 'X' does include the intercept

vY, addIntercept=FALSE) # as 'vX' has it already
vY, addIntercept=FALSE, initwml=FALSE)

VWBY <- BYlogreg(x@ = vX, y
v.BY <- BYlogreg(x@ = vX, y
## they are relatively close:

stopifnot( all.equal(vWBY, v.BY, tolerance = 2e-4) )

carrots Insect Damages on Carrots

Description

The damage carrots data set from Phelps (1982) was used by McCullagh and Nelder (1989) in order
to illustrate diagnostic techniques because of the presence of an outlier. In a soil experiment trial
with three blocks, eight levels of insecticide were applied and the carrots were tested for insect
damage.

Usage

data(carrots, package="robustbase")

Format

A data frame with 24 observations on the following 4 variables.

success integer giving the number of carrots with insect damage.
total integer giving the total number of carrots per experimental unit.
logdose a numeric vector giving log(dose) values (eight different levels only).

block factor with levels B1 to B3

Source

Phelps, K. (1982). Use of the complementary log-log function to describe doseresponse relation-
ships in insecticide evaluation field trials.

In R. Gilchrist (Ed.), Lecture Notes in Statistics, No. 14. GLIM.82: Proceedings of the International
Conference on Generalized Linear Models; Springer-Verlag.

References

McCullagh P. and Nelder, J. A. (1989) Generalized Linear Models. London: Chapman and Hall.

Eva Cantoni and Elvezio Ronchetti (2001); JASA, and
Eva Cantoni (2004); JSS, see glmrob
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Examples

data(carrots)

str(carrots)

plot(success/total ~ logdose, data = carrots, col = as.integer(block))
coplot(success/total ~ logdose | block, data = carrots)

## Classical glm

Cfit@ <- glm(cbind(success, total-success) ~ logdose + block,
data=carrots, family=binomial)

summary (Cfito)

## Robust Fit (see help(glmrob)) ....

chgDefaults-methods Change Defaults (Parameters) of "Psi Function" Objects

Description

To modify an object of class psi_func, i.e. typically change the tuning parameters, the generic
function chgDefaults() is called and works via the corresponding method.

Methods

object = "psi_func” The method is used to change the default values for the tuning parameters,
and returns an object of class psi_func, a copy of input object with the slot tDef's possibly
changed;.

See Also

psiFunc

Examples

## Hampel's psi and rho:

H.38 <- chgDefaults(hampelPsi, k = c(1.5, 3.5, 8))
H.38

plot(H.38)

## for more see ?psiFunc
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classPC Compute Classical Principal Components via SVD or Eigen

Description

Compute classical principal components (PC) via SVD (svd or eigenvalue decomposition (eigen)
with non-trivial rank determination.

Usage

classPC(x, scale = FALSE, center = TRUE, signflip = TRUE,
via.svd = n > p, scores = FALSE)

Arguments
X a numeric matrix.
scale logical indicating if the matrix should be scaled; it is mean centered in any case
(via scale(*,scale=scale)c
center logical or numeric vector for “centering” the matrix.
signflip logical indicating if the sign(.) of the loadings should be determined should
flipped such that the absolutely largest value is always positive.
via.svd logical indicating if the computation is via SVD or Eigen decomposition; the
latter makes sense typically only for n <= p.
scores logical indicating
Value

a list with components

rank the (numerical) matrix rank of x; an integer number, say k, from @:min(dim(x)).
In the n > p case, it is rankMM(x).

eigenvalues the k eigenvalues, in the n > p case, proportional to the variances.

loadings the loadings, a p X k matrix.

scores if the scores argument was true, the n x k matrix of scores, where k is the rank
above.

center a numeric p-vector of means, unless the center argument was false.

scale if the scale argument was not false, the scale used, a p-vector.

Author(s)

Valentin Todorov; efficiency tweaks by Martin Maechler

See Also

In spirit very similar to R’s standard prcomp and princomp, one of the main differences being how
the rank is determined via a non-trivial tolerance.



30 cloud

Examples

set.seed(17)

x <= matrix(rnorm(120), 10, 12) # n < p {the unusual case}
pcx <= classPC(x)

(k <= pcx$rank) # = 9 [after centering!]

pc2 <- classPC(x, scores=TRUE)

pcS <- classPC(x, via.svd=TRUE)

all.equal(pcx, pcS, tol = 1e-8)

## TRUE: eigen() & svd() based PC are close here

pc@® <- classPC(x, center=FALSE, scale=TRUE)

pc@$rank # = 10 here *nox centering (as E[.] = 0)

## Loadings are orthnormal:
zapsmall( crossprod( pcx$loadings ) )

## PC Scores are roughly orthogonal:

S.S <- crossprod(pc2$scores)
print.table(signif(zapsmall(S.S), 3), zero.print=".")
stopifnot(all.equal(pcx$eigenvalues, diag(S.S)/k))

## the usual n > p case :
pc.x <- classPC(t(x))
pc.x$rank # = 10, full rank in the n > p case

cpcl <- classPC(cbind(1:3)) # 1-D matrix

stopifnot(cpci$rank == 1,
all.equal(cpclis$eigenvalues, 1),
all.equal(cpci$loadings, 1))

cloud Cloud point of a Liquid

Description
This data set contains the measurements concerning the cloud point of a Liquid, from Draper and
Smith (1969). The cloud point is a measure of the degree of crystallization in a stock.

Usage

data(cloud, package="robustbase")

Format

A data frame with 19 observations on the following 2 variables.

Percentage Percentage of I-8

CloudPoint Cloud point
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Source

P. J. Rousseeuw and A. M. Leroy (1987) Robust Regression and Outlier Detection; Wiley, p.96,
table 10.

Examples
data(cloud)
summary (1m.cloud <- Im(CloudPoint ~., data=cloud))
coleman Coleman Data Set
Description

Contains information on 20 Schools from the Mid-Atlantic and New England States, drawn from
a population studied by Coleman et al. (1966). Mosteller and Tukey (1977) analyze this sample
consisting of measurements on six different variables, one of which will be treated as a responce.

Usage

data(coleman, package="robustbase")

Format
A data frame with 20 observations on the following 6 variables.

salaryP staff salaries per pupil
fatherWc percent of white-collar fathers

sstatus socioeconomic status composite deviation: means for family size, family intactness, fa-
ther’s education, mother’s education, and home items

teacherSc mean teacher’s verbal test score
motherLev mean mother’s educational level, one unit is equal to two school years

Y verbal mean test score (y, all sixth graders)

Author(s)

Valentin Todorov

Source

P.J. Rousseeuw and A. M. Leroy (1987) Robust Regression and Outlier Detection Wiley, p.79, table
2.



32 colMedians

Examples
data(coleman)
pairs(coleman)
summary( lm.coleman <- Im(Y ~ . , data = coleman))
summary(lts.coleman <- 1ltsReg(Y ~ . , data = coleman))
coleman.x <- data.matrix(coleman[, 1:6])
(Cc <- covMcd(coleman.x))
colMedians Fast Row or Column-wise Medians of a Matrix

Description

Calculates the median for each row (column) of a matrix x. This is the same as but more efficient
than apply (x,MM,median) for MM=2 or MM=1, respectively.

Usage

colMedians(x, na.rm
rowMedians(x, na.rm

FALSE, hasNA
FALSE, hasNA

TRUE, keep.names=TRUE)
TRUE, keep.names=TRUE)

Arguments
X anumericmn X pmatrix.
na.rm if TRUE, NAs are excluded first, otherwise not.
hasNA logical indicating if x may contain NAs. If set to FALSE, no internal NA handling
is performed which typically is faster.
keep.names logical indicating if row or column names of x should become names of the
result - as is the case for apply (x,MM, median).
Details

The implementation of rowMedians() and colMedians() is optimized for both speed and mem-

ory. To avoid coercing to doubles (and hence memory allocation), there is a special implementa-

tion for integer matrices. That is, if x is an integer matrix, then rowMedians(as.double(x))
(rowMedians(as.double(x))) would require three times the memory of rowMedians(x) (colMedians(x)),
but all this is avoided.

Value

a numeric vector of length n or p, respectively.
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Missing values

Missing values are excluded before calculating the medians unless hasNA is false. Note that na.rm
has no effect and is automatically false when hasNA is false, i.e., internally, before computations
start, the following is executed:

if (!'hasNA) ## If there are no NAs, don't try to remove them
narm <- FALSE

Author(s)

Henrik Bengtsson, Harris Jaffee, Martin Maechler

See Also

See wgt.himedian() for a weighted hi-median, and colWeightedMedians() etc from package
matrixStats for weighted medians.

For mean estimates, see rowMeans () in colSums().

Examples

set.seed(1); n <- 234; p <- 543 # n*p = 127'062
x <= matrix(rnorm(n*p), n, p)
x[sample(seq_along(x), size= n*xp / 256)] <- NA
R1 <- system.time(r1 <- rowMedians(x, na.rm=TRUE))
C1 <- system.time(yl <- colMedians(x, na.rm=TRUE))
R2 <- system.time(r2 <- apply(x, 1, median, na.rm=TRUE))
C2 <- system.time(y2 <- apply(x, 2, median, na.rm=TRUE))
R2 / R1 # speedup factor: ~= 4  {platform dependent}
C2 / C1 # speedup factor: ~= 5.8 {platform dependent}
stopifnot(all.equal(yl, y2, tol=1e-15),
all.equal(ril, r2, tol=1e-15))

(m <= cbind(x1=3, x2=c(4:1, 3:4,4)))

stopifnot(colMedians(m) == 3,
all.equal(colMeans(m), colMedians(m)),# <- including names !
all.equal(rowMeans(m), rowMedians(m)))

condroz Condroz Data

Description

Dataset with pH-value and Calcium content in soil samples, collected in different communities

of the Condroz region in Belgium. The data pertain to a subset of 428 samples with a pH-value
between 7.0 and 7.5.

Usage

data(condroz, package="robustbase")
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Format
A data frame with 428 observations on the following 2 variables.

Ca Calcium content of the soil sample

pH pH value of the soil sample

Details

For more information on the dataset, cf. Goegebeur et al. (2005).

Source

Hubert and Vandervieren (2006), p. 10. This dataset is also studied in Vandewalle et al. (2004).

References

See also those for adjbox.

Goegebeur, Y., Planchon, V., Beirlant, J., Oger, R. (2005). Quality Assesment of Pedochemical
Data Using Extreme Value Methodology, Journal of Applied Science, 5, p. 1092-1102.

Vandewalle, B., Beirlant, J., Hubert, M. (2004). A robust estimator of the tail index based on an
exponential regression model, in Hubert, M., Pison G., Struyf, A. and S. Van Aelst, ed., Theory and
Applications of Recent Robust Methods, Birkhéuser, Basel, p. 367-376.

Examples

adjbox(condroz$Ca)

covComed Co-Median Location and Scatter "Covariance" Estimator

Description

Compute (versions of) the (multivariate) “Comedian” covariance, i.e., multivariate location and
scatter estimator

Usage

covComed(X, n.iter = 2, reweight = FALSE, tolSolve = control$tolSolve,
trace = control$trace, wgtFUN = control$wgtFUN,
control = rrcov.control())
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Arguments

X
n.iter

reweight

tolSolve

trace

wgtFUN

control

Details

.. notyet ..

Value
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data matrix of dimension, say n X p.
number of comedian() iterations. Can be as low as zero.

logical indicating if the final distances and weights should be recomputed from
the final cov and center. The default is currently FALSE because that was im-
plicit in the first version of the R code.

a numerical tolerance passed to solve.

logical (or integer) indicating if intermediate results should be printed; defaults
to FALSE; values > 2 also produce print from the internal (Fortran) code.

a character string or function, specifying how the weights for the reweighting
step should be computed. The default, wgtFUN = "@1.original” corresponds to
0-1 weights as proposed originally. Other predefined string options are available,
though experimental, see the experimental .wgtFUN.covComed object.

a list with estimation options - this includes those above provided in the function
specification, see rrcov.control for the defaults. If control is supplied, the
parameters from it will be used. If parameters are passed also in the invocation
statement, they will override the corresponding elements of the control obj